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Abstract—The Federal Communications Commission (FCC) in
the U.S. has made the Citizens Broadband Radio Service (CBRS)
band (3.55 - 3.7 GHz) available for commercial wireless usage
under a shared approach, controlled by Spectrum Access System
(SAS). This paper presents a first-of-its-kind extensive measure-
ment campaign of a commercial CBRS network that quantifies
both co-channel interference (CCI) and adjacent channel interfer-
ence (ACI) caused by competing Generalized Authorized Access
(GAA) devices and C-band 5G, respectively. We (i) identify a
particular CCI scenario and improve performance by changing
the frequency allocation based on our study of other allocations
in the vicinity and (ii) quantify ACI from 5G in C-band using
throughput. We investigate user-experienced propagation loss and
compare it with calculated propagation loss using CBRS 1+
specified Irregular Terrain Model (ITM) and empirical signal
propagation models. We conclude that (i) CCI and ACI for GAA
users is not handled well by the SAS, (ii) proper frequency
allocation for GAA requires additional analysis of interference
from other GAA users followed by dynamical channel selection,
(iii) utilization of immediate adjacent channels by high power 5G
deployments limits the performance of CBRS, and (iv) CBRS 1+
specified ITM overpredicts propagation characteristics in non-
line-of-sight (NLoS) area.

Index Terms—CBRS, GAA, co-channel interference, adjacent
channel interference, throughput.

I. INTRODUCTION

A. Overview of CBRS Band

The demand for spectrum is growing rapidly with the
advancement of wireless technologies that enable new services
and applications [1]. In response to this increasing demand,
future spectrum allocation schemes are expected to adopt a
sharing strategy, particularly with bands currently assigned to
federal services. In light of this, in April 2015, the U.S. Federal
Communications Commission (FCC) authorized the Citizens
Broadband Radio Services (CBRS) band, 3.55− 3.7 GHz, for
shared use by commercial wireless providers, while protecting
the incumbent federal user, primarily Navy radar. As shown
in Fig. 1, CBRS users are grouped into three different tiers
based on their spectrum access priorities [2]. Incumbent users
are designated as Tier 1 [3] and must be kept interference-
free from both Tier 2 and Tier 3, known as Priority Access
License (PAL) and Generalized Authorized Access (GAA),
respectively [4]. The transmit power of Tier 2 and Tier 3
users is capped at 30 dBm/10 MHz for indoor use and
47 dBm/10 MHz for outdoor use. Tier 2 (PAL) and Tier

Fig. 1: Three-tier hierarchical architecture of CBRS band.

3 (GAA) users are primarily commercial wireless service
providers deploying public and private wireless networks using
4G, 5G and proprietary technologies [5].

PAL operation is limited to the channels between 3550 −
3650 MHz while GAA users have access to the entire 150
MHz band, but can access only those channels that are not
being occupied by Tier 1 and Tier 2 users for a given
frequency, time and area [6]. The Spectrum Access System
(SAS) manages access for both PAL and GAA users, allowing
them to transmit only after it assigns channels and ensures
protection for higher-priority users. However, this is not a
dynamic process, as the SAS conducts aggregate interference
calculations each time channels are allocated to new users.
As CBRS usage expands, this could become problematic, as
the interference environment encountered by GAA devices can
change rapidly, requiring swift adjustments in their operating
frequencies.

Several companies have deployed private 4G Long Term
Evolution (4G LTE) and 5G networks in public venues such
as manufacturing plants, industrial internet-of-things, smart
homes, stadiums, universities and other use cases, using CBRS
[7] [8]. Mobile network operators such as Verizon also utilize
the CBRS spectrum in addition to their traditional licensed
channels, using Carrier Aggregation (CA) and Dual Connectiv-
ity (DC), to increase the overall throughput. Competing GAA
users in the same area thus experience co-channel interference
(CCI) whether they are from the same deployment or from
different deployments.

Furthermore, the 3.45 − 3.55 GHz and 3.7 − 3.98 GHz
bands are immediately adjacent to CBRS and are allocated



for exclusively licensed cellular networks [9], with permitted
power spectral densities (PSDs) of 62 dBm/MHz for urban
areas and 65 dBm/MHz for rural areas. These power levels are
much higher than those of Citizens Broadband Radio Services
Devices (CBSDs). C-band (3.7−3.98 GHz) services are being
extensively deployed across various regions in the U.S. and
3.45 GHz services are in the early stages of deployment
[10]. This leads to potential adjacent channel interference
(ACI) from 3.45 GHz and C-band to CBSDs operating at
the edges of the CBRS band. In [11], the authors performed
detailed measurements and analyses of a real-world C-band
deployment adjacent to an indoor CBRS deployment, where
it was shown that the ACI level decreased by introducing a
20 MHz guard band between C-band and CBRS band.

Referring to the above discussion, propagation models can
play a crucial role in better wireless network planning, CCI
and ACI analysis, frequency assignment, and assessment of
network parameters. These models are designed to predict the
propagation loss of received signal strength at a given distance
and area, based on measurements from a mobile receiver [12].
In the initial release of the CBRS 1.0 standard, the Irregular
Terrain Model (ITM) was applied as the propagation model for
the CBRS spectrum [13]. Later, with the release of CBRS 1+
specified ITM, additional propagation losses were introduced
to enhance the original ITM. However, there is a notable
lack of analysis based on real-world data for propagation loss
calculations in the CBRS band, which could lead to critical
improvements in the metrics reported back to the SAS for
more effective spectrum management. This need for further
analysis was highlighted in a recent FCC Notice of Proposed
Rulemaking (NPRM) [14]. In summary, the study presented
in this paper focuses on the analysis of secondary coexistence
among GAA users in a real-world, outdoor CBRS deployment,
which experiences CCI and ACI from both its own network
and an operator-deployed network in the CBRS and C-band.
The study also sheds light on propagation measurements and
modeling in the CBRS spectrum.

B. Motivation & Main Contributions

Based on the above discussion, the main contributions of
this paper are as follows:

• Extensive outdoor measurements of a commercial CBRS
network in South Bend, IN, deployed by the local school
district to provide affordable wireless broadband con-
nectivity for students and their families in the area.
The deployment consists of four base-stations (BSs),
each with multiple CBSDs serving different sectors on
different channels.

• Generating coverage heatmaps of throughput for each
CBSD to evaluate the effect of different system parame-
ters including height, frequency of operation, foliage and
interference. In the absence of interference, we observed
outdoor throughput of up to 140 Mbps. However, factors
such as CCI, ACI, transmitter height, and foliage signif-
icantly reduced performance in many areas.

• We faced two interference scenarios in the deployment:
(i) interference within the BS and between BSs due to

Fig. 2: CBRS deployment by the South Bend school district.

TABLE I: Height, PCI, and the center frequencies of the
channel allocations for BSs.

Region Height Channel Allocations (Center freq.)

(m) 3560
MHz

3580
MHz

3600
MHz

3670
MHz

3690
MHz

BS-1 (6
PCIs) 21 , 29 189 195 6,

150
169,
194

BS-2 (6
PCIs) 44 1

10,
200,
165

78,
69

BS-3 (4
PCIs) 33 14,

88
96,
26

BS-4 (2
PCIs) 12 187 46

frequency reuse by CBSDs, and (ii) interference caused
by the utilization of both CBRS and C-Band by Verizon in
the same region at the same time. By studying frequency
allocations and measuring signal strengths around the
deployment, we proposed a new frequency allocation
to mitigate CCI between two CBSDs. This adjustment
resulted in an increase of 1−3 dBm in Reference Signal
Received Power (RSRP) and a 1 − 4 dB increase in
Reference Signal Received Quality (RSRQ), and con-
sequently, usage of higher-order modulation and coding
scheme (MCS), thereby demonstrating the importance of
real-time interference-based frequency allocation.

• Compared to other CBRS channels, we observed a
12 Mbps of decrease in median downlink (DL) through-
put for CBSDs operating on the 3690 MHz channel
due to 5G deployments in the adjacent C-band channel
(3700− 3760 MHz) by Verizon.

• In addition to 5G in the C-band, Verizon BS also trans-
mits on the CBRS band using LTE with CA (LTE-CA),
aggregating up to five 20 MHz CBRS channels, and
delivering a throughput performance that surpasses 5G
throughput over C-band: this indicates that CBRS use
by mobile operators will impact performance of smaller,
private networks such as those deployed by the South
Bend school district.

• Propagation analysis has been conducted to evaluate how
well the CBRS 1+ specified ITM performs using real-
world measurements. Additionally, comparisons have



TABLE II: Measurement tools and devices.

App./Tool Features Devices

SigCap

Operator,PCI,
EARFCN, Band,

Frequency, Altitude,
Longitude, Latitude,
RSRP, RSRQ, RSSI

1 × Google P5,
1 × Google P6,

1 × Samsung S21

QualiPoc

Operator, PCI, Band,
Altitude, Longitude,

Latitude, RSRP,
RSRQ, CQI, RSSI,
DL/UL Throughput,

RB per subframe

2 × Samsung S22+

PRiSM

PCI, EARFCN,
Frequency, Altitude,
Longitude, Latitude,
RSRP, RSRQ, RSSI

1 × Google P5

been made with other models specified by 3rd Generation
Partnership Project (3GPP), International Telecommuni-
cation Union (ITU), and Winner II. The results indicate
that while the CBRS 1+ specified ITM performs well in
Line-of-Sight (LoS) areas, it struggles in Non-Line-of-
Sight (NLoS) environments, underscoring the need for
more accurate prediction methods for propagation loss in
the CBRS spectrum.

II. DEPLOYMENT, TOOLS & METHODOLOGY

A. Deployment

An extensive measurement campaign was conducted over a
wide area of approximately 12 km2 where the South Bend
school district has deployed CBRS, as shown in Fig. 2.
Four BSs, i.e., James Whitcomb Riley High School (BS-1),
Hayes Tower (BS-2), West Tower (BS-3), and Navarre Middle
School (BS-4) have been deployed on school buildings and
towers, enabling South Bend schools to launch its own private
LTE network to serve students and families. To sustain high
throughput and enhance system capacity, each BS has multiple
CBSDs, each operating on a separate sectors at a maximum
permitted EIRP of 47 dBm/10 MHz. Each CBSD is identified
by its Physical Channel Identity (PCI) and operates over a
single 20 MHz wide channel. Table I provides the details
regarding these BSs, including their height, PCI, and the center
frequencies of the channel allocations. Since there are only
7 non-overlapping 20 MHz channels in the CBRS band and
the deployment has 18 PCIs, it is clear that CBSDs will reuse
channels. Thus, channel reuse is introduced at each BS via
sectorization at the expense of potential CCI. It should be
noted that Google SAS shows that all 15 channels (10 MHz
each) are available for GAA use in this deployment.

BS-1 is deployed on the roof of James Whitcomb Riley
High School at a height of 29 m for PCIs 189 and 195, while
the remaining PCIs are deployed at a height of 21 m. It uses
four 20 MHz channels and six sectors with its corresponding
PCIs listed in Table I.

BS-2 is mounted on a tower with a height of 44 m, and uses
three channels across six PCIs, three of which operates on the

(a) The distance of measurement location from the
BS-1 and nearby Verizon BS.

(b) Measurement setup.

Fig. 3: Measurement environment and setup for MC-3.

same frequency (3670 MHz). The distance between BS-1 and
BS-2 is about 1.3 km.

BS-3 is located on a tower at a lower height of 33 m when
compared to BS-2, and it utilizes two channels, i.e., 3560 MHz
and 3580 MHz to serve four sectors with PCIs as shown in
Table I.

BS-4 is placed on the roof of Navarre Middle School at the
lowest height of 13 m, and utilizes 3580 MHz and 3600 MHz
channels to serve PCIs 187 and 46, respectively. The PCI 187
sector in BS-4 is directed towards PCI 96 and PCI 26 sectors
in BS-3, which are operating on the same channel, thereby
presenting a potential CCI scenario.

B. Measurement Tools

Smartphones were used as user equipments (UEs) to cap-
ture detailed signal information, using tools such as SigCap,
QualiPoc, and PRiSM as shown in Table II.

SigCap is an Android application which collects wireless
signal parameters (cellular and Wi-Fi) by using Application
Programming Interfaces (APIs) without requiring root ac-
cess [15]. It allows extraction of detailed signal parameters
such as Received Signal Strength Indicator (RSSI), RSRP,
RSRQ, channel band and frequency for 4G, 5G, and Wi-Fi
technologies every 5 seconds, along with location and time-
stamps from the GPS receiver on the device.

QualiPoc is a commercial measurement application de-
veloped by Rohde & Schwarz and installed on Android
phones [16]. In addition to signal parameters extracted by
SigCap, QualiPoc collects MCS, block error rate (BLER),
time division duplexing (TDD) configuration, channel quality
indicator (CQI), and physical layer throughput. All downlink
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Fig. 4: Throughput performance and average RBs/subframe
for each BS.

(DL) throughput results discussed in this work are extracted
from QualiPoc, running an iperf utility.

PRiSM is a software-defined radio (SDR) based handheld
network scanner for surveying 4G/5G networks and also
operates as a spectrum analyzer from 70 MHz to 6 GHz [17].
It easily connects to PCs, tablets, and smartphones to monitor
the frequency of interest. Unlike the above two tools, PRiSM
does not require a SIM card to extract network information
and uses the smartphone merely as a display and recording
device to track channel occupancy.

C. Measurement Campaigns (MCs)

Driving and stationary measurements campaigns (MCs)
were conducted during the summer months of 2023, when
dense foliage covered the trees. The UEs connected to the
CBRS network using SIM cards provided by the school
district. Measurements of the Verizon network were collected
using a 5G SIM with an unlimited data plan to avoid throttling.
We grouped our experiments into three separate campaigns.

1) MC-1: Driving measurements were conducted around
all CBSDs as shown in Fig. 4(a), at an average speed of 32
km/hour, over a time period of nearly 3 hours per CBSD.
QualiPoc, SigCap and PRiSM were used to collect data,
running on the smartphones shown in Table II. DL throughput
measurements were recorded on two Samsung S22+ phones
with QualiPoc, while the PRiSM was connected to a Google
Pixel5 (P5) and scanned all CBRS and C-Band channels in
order to identify other users operating in these bands.

2) MC-2: This campaign focused on BS-3 and BS-4, which
are 1.6 km apart, to evaluate potential CCI in the deployment
due to reuse of 3580 MHz frequency by CBSDs in these two
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194 (3690 MHz), Mdn: 6 Mbps

195 (3600 MHz), Mdn: 40 Mbps

BS-1, PCI

(a)

6 (3670 MHz), Mdn: -113 dBm

150 (3670 MHz), Mdn: -110 dBm
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BS-1, PCI

(d)

Fig. 5: CDF plots of throughput, RSRP, RSRQ and MCS for
PCIs at BS-1.

BSs. After identifying CCI, we collaborated with the network
provider to adjust frequency assignments and evaluated the
improvements after CCI was mitigated.

3) MC-3: To evaluate ACI caused by the C-band, we
conducted focused, stationary, measurements between PCI
194 deployed on 3690 MHz in BS-1 and a nearby Verizon
BS operating in 3700 − 3760 MHz. Fig. 3(a) shows the
measurement location for MC-3, and its distance from BS-1
and the Verizon BS. The experiments were conducted in two
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Fig. 6: The usage of C-Band by Verizon in the region.

phases to assess the performance of PCI 194 on 3690 MHz
under ACI caused by the usage of C-Band. CBRS and C-
Band users first conducted DL transmissions at different time
instants, avoiding ACI. Then, they performed simultaneous
DL transmissions, leading to ACI on CBRS band. Fig. 3(b)
shows the devices used during MC-3. PRiSM was used to
continuously monitor CBRS (Band 48) and C-band (n77/n78)
usage.

III. PERFORMANCE RESULTS AND DISCUSSIONS

In this section, we present statistical analyses of the mea-
surements under different conditions. The discussion is divided
into four main categories: i) the performance of a real-world
CBRS deployment, ii) CCI amongst GAA users, iii) ACI from
C-band to CBRS, and iv) utilization of CBRS band by mobile
operators and comparison with C-band.

A. Performance Evaluation

Fig. 4(a) illustrates the heat map of outdoor throughput
obtained via driving measurements and Fig. 4(b) shows the
distribution of RBs per subframe across all PCIs in the
deployment. The outdoor throughput observed is in the range
of 20−40 Mbps on average. The highest and lowest throughput
were observed around BS-2 and BS-4, due to the heights of
these BSs at 44 m and 12 m, respectively. The throughput
around BS-2 is significantly higher compared to other BSs,
primarily due to its elevated antenna placement and the
relatively obstruction-free environment. In contrast, the low
tower height of BS-4 results in a smaller area with high
throughput. BS-1 is at a height comparable to BS-2; however,
its coverage area is significantly smaller due to dense tree
coverage, particularly to the southeast. Since throughput is
primarily a function of number of RBs allocated and MCS,
we verify that the differences in measured throughput are not
primarily due to RB allocation: Fig. 4(b) shows that the RB
usage is approximately similar, with some differences that will
be addressed later.

We analyzed the measured throughput, RSRP, and RSRQ
for each BS using their cumulative distribution function (CDF)
plots.

Performance of BS-1: Fig. 5 presents the results for each
PCI of BS-1. PCI 195 has the best throughput in Fig. 5(a),
nearly double that of the other PCIs, as it is the only PCI

1 (3580 MHz), Mdn: 34 Mbps

10 (3670 MHz), Mdn: 33 Mbps

69 (3690 MHz), Mdn: 25 Mbps

78 (3690 MHz), Mdn:18 Mbps

165 (3670 MHz), Mdn: 66 Mbps

200 (3670 MHz), Mdn: 22 Mbps

BS-2, PCI

(a)

1 (3580 MHz), Mdn:-104 dBm

10 (3670 MHz), Mdn:-103 dBm

69 (3690 MHz), Mdn:-116 dBm

78 (3690 MHz), Mdn:-111 dBm

165 (3670 MHz), Mdn:-99 dBm

200 (3670 MHz), Mdn:-113 dBm

BS-2, PCI

(b)

-25 -20 -15 -10 -5
0

0.2

0.4

0.6

0.8

1

1 (3580 MHz), Mdn: -11 dB

10 (3670 MHz), Mdn:-10 dB

69 (3690 MHz), Mdn: -12 dB

78 (3690 MHz), Mdn: -10 dB

165 (3670 MHz), Mdn:-10 dB

200 (3670 MHz), Mdn:-11 dB

BS-2, PCI

(c)

Fig. 7: CDF plots of throughput, RSRP and RSRQ for PCIs
at BS-2.

from BS-1 or BS-2 operating on 3600 MHz, as seen from
Table I. This allows it to avoid CCI from other PCIs on the
same channel. Similarly, the RSRP and RSRQ for PCI 195
outperforms the other PCIs in BS-1 as given in Figs. 5(b)
and 5(c), respectively. PCIs 6 and 150 operate on 3670 MHz,
while PCIs 169 and 194 operate on 3690 MHz. Although PCIs
6 and 150 showed similar median throughput performances
at 17 Mbps and 24 Mbps, respectively, there is a substantial
performance gap between PCI 169 and PCI 194, achieving
20 Mbps and 6 Mbps respectively. PCI 194 also exhibited the
worst RSRP, RSRQ and MCS performance as compared to the
best performing PCI 195 in BS-1 as seen from 5(d), which
explains the lower throughput. Based on our detailed analysis
of signal strength measurements in the vicinity of BS-1, the
reason for this is that PCI-194 experiences ACI due to the
use of the immediately adjacent C-band, by a nearby Verizon
BS, as shown in Figs. 3(a) and 6. The performance of PCI
194 both with and without C-band usage, will be discussed in
Section III.C below.

Performance of BS-2: Fig. 7 shows the performance of BS-
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Fig. 8: CDF plots of throughput, RSRP and RSRQ for PCIs at BS-3.
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Fig. 9: CBRS band usage by Verizon in the region.

2, operating at a higher height than BS-1, and within an area
where LoS propagation is more prevalent. Hence, PCI 165
on 3670 MHz achieves the highest median throughput of the
CBRS deployment, reaching 66 Mbps as indicated in Fig.
7(a). The median throughput of PCI 165 is nearly double that
observed on the other PCIs on 3670 MHz in BS-2 and BS-
1, as PCI 165 is the only one directed northwest, while the
rest are oriented southeast, potentially leading to CCI among
them. PCI 200 has the lowest median throughput, 22 Mbps,
amongst the PCIs on 3670 MHz in BS-2 due to its orientation
toward a residential area with dense trees. As discussed for PCI
194 in BS-1, we observe that PCIs 69 and 78 on 3690 MHz
have the worst performance in BS-2: this can be explained
by ACI resulting from the usage of 3730 MHz in the vicinity
of BS-2, as shown in Fig. 6. PCI 78 has the lowest median
throughput of 18 Mbps on BS-2, and 7 Mbps lower than PCI
69, since its coverage overlaps with PCI 169 on 3690 MHz
coming from BS-1, as seen in Fig. 2. RSRP results in Fig.
7(b) clearly exhibit the reduced impact of foliage on BS-2,
where three PCIs (165, 1 and 10) have a median greater than
-105 dBm. Similarly, in Fig. 7(c), the median RSRQ levels in
BS-2 ranged from −12 dB to −10 dB, and provided better
performance than BS-1. As in the throughput results, PCI 69
on 3690 MHz offered the lowest RSRQ performance due to
the ACI.

Performance of BS-3: Fig. 8 presents the results of BS-
3, which is less likely to suffer from interference since the
distance of 3.2 km between BS-3 and BS-2 mitigates the

presence of CCI, while the utilization of the lower edge of the
CBRS spectrum (3560 MHz and 3580 MHz) offers a sufficient
guard band to avoid the effect of C-band ACI. Hence, all
PCIs on BS-3 exhibit similar throughput, RSRP and RSRQ
behavior. The obtained throughput levels at BS-3, including
the peak throughput on PCI 88 (3560 MHz), is much lower
compared to BS-1 and BS-2 due to lower tower height.

As shown in Fig. 2, BS-3’s PCI 96 faces west. Given the
short distance of 1.6 km between BS-3 and BS-4, coupled
with the lower tower height of BS-3, this poses a potential
CCI threat to PCI 187 in BS-4, which operates on the same
frequency.

B. Avoiding CCI by selecting an appropriate frequency

MC-2 on PCI 187 evaluated the impact of CCI within
the CBRS deployment itself and aims to improve system
performance via a suitable frequency allocation.

Performance of BS-4: PCI 187 from BS-4, operating on
3580 MHz (S1) shows the worst throughput, RSRP and RSRQ,
primarily due to CCI from PCI 96 of BS-3, as shown in Fig.
10. In contrast, PCI 46 from the same BS does not experience
CCI and exhibits nearly the same performance as the PCIs
on BS-3 as it is the only PCI operating on 3600 MHz in the
region of BS-3 and BS-4.

To mitigate the impact of CCI on PCI 187, we proposed
frequency change from 3580 MHz (S1) to 3650 MHz (S2)
based on our analysis of frequency allocations and signal
strengths measurements in the vicinity of the CBRS deploy-
ment. The 3650 MHz channel was not being utilized by any
of the BSs deployed by the school district, as seen from Table
I. As illustrated in Fig. 9, Verizon has utilized the 3650 MHz
channel in the region of BSs, but not in the direction of PCI
187.

Fig. 10(a) and Fig. 10(b) show that changing the frequency
of PCI 187 to 3650 MHz resulted in improved RSRP and
RSRQ levels compared to the original frequency of 3580 MHz,
bringing its performance closer to that of PCI 46, which is free
from CCI. It is important to highlight that PCI 46 maintained
the same performance after the frequency change on PCI 187,
as they do not operate on the same frequency.

Compared to S1, the peak throughput of S2 increased
by approximately 20 Mbps, from 100 Mbps to 120 Mbps,
while the median throughput remained the same as shown in
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Fig. 10: CDF plots of RSRP, RSRQ, and throughput for BS-4 i) Scenario 1 (S1): PCI 187 on 3580 MHz and PCI 46 on 3600
MHz, and ii) Scenario 2 (S2): PCI 187 on 3650 MHz.

Fig. 10(c). This can be explained as follows: throughput is
determined by the MCS and number of resource blocks (RBs)
allocated per subframe, as shown in Fig. 11. In Fig. 11(a), the
median value of MCS for S2 increased by 2 indicating that
3650 MHz is exposed to less CCI compared to 3580 MHz, and
the number of RBs also improved slightly, but not enough to
deliver a significant throughput increase. We observe that PCI
46, for example, consistently achieves higher throughput due
to a greater number of RBs/subframe. It is speculated that the
number of RBs/subframe allocated to PCI 187 was lower than
that of PCI 46, likely due to proprietary network optimization
algorithms. As a result, even though signal metrics such as
RSRP, RSRQ, and MCS improved following the frequency
change, the median throughput for PCI 187 remained un-
changed, although the maximum throughput did increase.

C. Impact of ACI from C-band on CBRS

MC-3 on PCI 194 evaluates the impact of ACI caused by
C-band on CBRS. We performed stationary measurements at
the location indicated in Fig. 3(a), where the strongest RSRP
was recorded for PCI 194 on 3690 MHz.

Fig. 12 illustrates the DL throughput performance when
connected to PCI 194 in BS-1, both in the absence and
presence of a Verizon C-band UE. First, we measured the
DL throughput on the UE connected solely to the CBRS
network, followed by simultaneous DL transmissions to two
UEs – one connected to the CBRS network and the other
connected to the C-band network. We observed approximately
a 16% throughput degradation on the CBRS UE due to ACI
from the C-band, when both devices were simultaneously
connected. The CBRS UE achieved a peak throughput of
around 80 Mbps when there was no transmission from the
C-band user. However, its maximum throughput dropped to
about 60 Mbps in the presence of the C-band UE. Factors
contributing to the reduced throughput on the CBRS UE
include the absence of guard bands between CBRS and C-
band, the difference in transmit power, and the lower tower
height of BS-1 compared to the Verizon C-band tower.

Fig. 13 assesses the performance improvement of PCI 194
after a frequency change from 3690 MHz (S3) to 3560 MHz
(S4): this change was made in response to our measurements
that indicated significant ACI from C-band deployments in the

S1: 46 (3600 MHz), Mdn:15

S1: 187 (3580 MHz), Mdn:11

S2: 187 (3650 MHz), Mdn:13

BS-4, PCI

(a)
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Fig. 11: MCS and RBs per subframe for PCIs at BS-4.

vicinity. We conducted a driving measurement campaign in the
coverage area of PCI 194 after the frequency change to assess
the impact of proper frequency allocations on mitigating ACI
from C-band in the CBRS band. Fig. 13(a) shows that chang-
ing to S4 resulted in improved median RSRQ levels compared
to the original frequency of 3690 MHz: an increase from
−14 dB to −11 dB. Moreover, S4 now exhibits comparable
RSRQ performance to the neighboring PCI 150 of BS1, which
is free of ACI. As compared with S3, the median throughput
of S4 increased by approximately 12 Mbps, from 9 Mbps to
21 Mbps, while the peak throughput remained unchanged, as
shown in Fig. 13(b).

A similar scenario is expected to occur between the
3.45 GHz and CBRS as 5G deployments in the 3.45 −
3.55 GHz band increase, leading to further performance
degradation for CBSDs operating at the lower edge of the
CBRS band. Therefore, CBRS deployments must be aware
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Fig. 12: The impact of C-Band on PCI 194 (3690 MHz) at
BS-1.
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Fig. 13: RSRQ and throughput for PCI 194 i) Scenario 3 (S3):
3690 MHz, and ii) Scenario 4 (S4): 3560 MHz.

TABLE III: Frequencies used by Verizon in the vicinity of the
South Bend CBRS deployment.

Band Freq. (MHz) Band Freq.
(MHz)

CBRS,
Band 48

3560, 3570, 3580,
3590, 3600, 3610,
3610, 3620, 3630,
3640, 3650, 3660,

3670, 3680

C-band,
Bands

n77/n78
3730, 3809

of whether 5G is being deployed in the adjacent upper or
lower bands to avoid using the band-edge CBRS channels,
which are most susceptible to ACI. Since the SAS does not
provide this information, this intelligence must be obtained at
the deployment site using measurement tools, such as those
employed in this study.

(a) CBRS and LTE-CA throughput.

(b) Ratio of CBRS to total LTE-CA throughput.

Fig. 14: Verizon throughput with LTE-CA using CBRS.

D. CBRS band use by Verizon using LTE-CA

During our experiments for MC-3, we observed that the
Verizon BS also transmits on the CBRS band using LTE with
carrier aggregation (LTE-CA), aggregating up to five 20 MHz
CBRS channels with four channels being aggregated most
often (80%). Along with a 20 MHz primary LTE channel,
this allows up to 120 MHz of bandwidth for use when high
capacity is required: this is significantly higher than the C-
band channel bandwidth of 60 MHz that Verizon has exclusive
license for, but at a fraction of the cost compared to the
billions spent on exclusive licenses. Table III details how
the CBRS band (also referred to as Band 48), is utilized by

Fig. 15: Verizon LTE-CA and C-band throughput.



(a) Tx antenna directivity pattern GTx(θ, ϕ).

(b) Usage of antenna directivity pattern in analysis

Fig. 16: Tx antenna directivity pattern and its application in
the propagation analysis.

Verizon in the vicinity of the South Bend CBRS deployment.
We see that Verizon CBSDs are deployed on all available
CBRS frequencies, creating potential CCI for other CBRS
deployments. Additionally, we observe that when LTE-CA
utilizes CBRS channels, both the total throughput and the
proportion of throughput carried over CBRS are very high,
as illustrated in Fig. 14. The overall throughput of 4G using
LTE-CA was significantly higher than 5G using C-band at the
same location as shown in Fig. 15. This demonstrates that even
as operators roll out 5G using their newly licensed spectrum,
CBRS remains highly competitive when additional capacity is
required.

IV. PROPAGATION MODELLING AND DISCUSSIONS

This section presents an analysis on use of existing empir-
ical propagation models applicable to the CBRS band. The
analysis utilizes measured RSRP data, collected through UEs,
to derive the user-experienced propagation loss, as illustrated
in Fig. 16. A comparison is then made between the user-
experienced propagation loss and the path loss predicted by
empirical models, with particular emphasis on the ITM as
specified by CBRS standards.

A. Calculating user-experienced path loss:

RSRP, as defined by the 3GPP, is the linear average over
the power contributions (in watts) of the resource elements
that carry cell-specific reference signals within the considered

TABLE IV: Configuration parameters used by models.

PL Model System
parameters

Derived
parameters

Variant-based
tuning

3GPP UMa f , d, hBS , hUE Breakpoint distance
PL exponent
PL intercept
PL frequency dependence

ITU

f , d, hUE

Street width
Representative

clutter height

Single knife-edge diffraction
loss

Clutter loss
Clutter type

Winner-II f , d, hBS , hUE Breakpoint distance
PL exponent
PL intercept
PL frequency dependence

ITM f , d, hBS , hUE

Terrain irregularity parameter
Surface refractivity
Earth’s effective curvature
Ground’s surface transfer

impedance

Climate type

measurement frequency bandwidth [18]. In simpler terms,
RSRP represents the signal power received by the UE from the
serving CBSD. This power depends on the conducted transmit
power (PTx,C), the number of resource elements (NRE), the
antenna directivity gain (GTx(θ, ϕ), with θ ∈ [0, 2π] and
ϕ ∈ [0, π] representing the azimuth and elevation orientation
of the UE relative to the CBSD), and the loss incurred in
the propagation environment. The CBSDs deployed by city of
South Bend uses a PTx,C of 30 dBm/10 MHz for the allocated
20 MHz channel bandwidth (B) assigned to its network users.
Assuming a subcarrier spacing (∆f ) of 15 kHz typical in
LTE networks, there are NRE = B/∆f resource elements
over which PTx,C is distributed for one symbol duration. The
maximum allowable conducted power per RE (PTx,C|RE) for
reference signaling purposes is determined as follows

PTx,C|RE = PTx,C − 10log10(NRE). (1)

In addition to PTx,C|RE , antenna directivity gain is an-
other critical factor influencing the propagation characteristics.
Fig. 16(a) illustrates the normalized antenna directivity pattern
of the AW3170 antenna used in this deployment [19]. A maxi-
mum antenna directivity gain of max{GTx(θ, ϕ)} = 17 dBi is
used, which complies with the FCC regulations, allowing up
to 47 dBm/10 MHz EIRP [20] in outdoor CBRS deployment.
Combining PTx,C|RE with GTx(θ, ϕ) results in the following
mathematical model that describes the relationship between
the calculated RSRP at the UE and the user-experienced
propagation loss (PL), given as

RSRP = PTx,C|RE +GTx(θ, ϕ)︸ ︷︷ ︸
PTx|UE : Power directed towards UE

−PL. (2)

This relationship is also illustrated in Fig. 16(b). On the UE
side, the receive antenna pattern is proprietary and unavailable
for analysis. A zero-gain receive antenna assumption is made,
which is reasonable given that receivers are typically designed
with low directivity to achieve omnidirectional characteristics
and are optimized for low power consumption.

B. Empirical path loss models used:

The following empirical path loss models are employed,
with their system configuration parameters used as inputs, and
summarized in Table IV:

3GPP 38.901 UMa model : The 3GPP 38.901 UMa (3GPP-
UMa) propagation model is designed to account for potential



exposure to LoS and NLoS characteristics of the environment
across a broad frequency range, from 0.5 GHz to 100 GHz,
and includes an alternative NLoS optional scenario [21].

ITU’s Height gain terminal correction model : ITU propa-
gation model on the other hand classifies its variants based on
clutter profiling, grouping environments into rural, suburban,
and urban categories [22].

Winner II model : The Winner II model adopts a comprehen-
sive approach, associating each geographical category — rural,
suburban, and urban — with its respective LoS and NLoS
options [23].

ITM-based CBRS model : The ITM does not account for
geographical categories or LoS/NLoS distinctions. Instead, it
focuses on the terrain profile to derive a terrain irregularity
parameter and operates over a broad frequency range from
40 MHz to 100 GHz, with its variants based on radio climate
types such as equatorial, continental subtropical, maritime,
and others [13]. For our analysis, we fix the climate type to
continental-subtropical, which is the predominant climate in
the USA.

The CBRS standards specify the use of the ITM. In the
initial release of the CBRS 1.0 standard, ITM was em-
ployed without any additional modifications. However, in the
CBRS 1+ specification, the following two additional losses are
added on top of ITM defined in CBRS 1.0 [24]:

1) For CBSDs with hBS < 6 m, the following clutter loss
(Lctt) derived from ITU model [22] is added, as

Lctt =


0 d < 0.25

−5 log10
(
10−6.1024 + 10−6.9298

d4.78

)
, 0.25 ≤ d ≤ 2

30.5 d > 2
(3)

where Lctt is in dB, and d in km.
2) An additional arbitrary loss of 8 dB is added to all

CBRS 1+ specified ITM, accounting for TDD and
network loading factors.

Elaborating on Table IV, the parameters f , d, hBS and hUE

represent the following: f denotes the center frequency of the
band assigned to the CBSD, d indicates the distance between
the UE and the CBSD, hBS refers to the height of the BS
and hUE represents the height of the UE, which is assumed
to be the default value used by the models, typically set at
1.5 m. The calculation of d using the Haversine formula, based
on the latitude and longitude coordinates of the measurement
locations and their corresponding serving CBSD, is given by
the following equation, as

d = 2r arcsin

{(
sin2

(
α2 − α1

2

)
+

cos(α2) cos(α1) sin
2

(
β2 − β1

2

))1/2}
,

(4)

where r is the radius of the Earth (at the city of South
Bend), and (α1, β1) and (α2, β2) represent the latitude and
longitude coordinates of the BS and the measurement location,
respectively, with all coordinates expressed in radians.

Given the diversity in model characteristics and applicabil-
ity, an investigation of model fit is performed for each CBSD

individually, employing the Root Mean Square Error (RMSE)
parameter to evaluate the quality of fit, as

RMSE =

√√√√N−1∑
i=0

[
PLi − P̂Li

]2
N

, (5)

where PLi represents the user-experienced path loss derived
from measured data using Eq. 2, P̂Li denotes the predicted
path loss at the corresponding measurement point based on a
given empirical model, and N is the number of measured data
points.

Evaluation is conducted to compare these propagation mod-
els, including the CBRS 1+ specified ITM, to determine which
best represents the UE experienced path loss. The goal is not
to achieve a close fit of the models to the data, but rather
to analyze whether the models provide reliable predictions in
non-ideal and practical measurement setups. This comparison
is crucial for assessing the models’ effectiveness in a real-
world CBRS deployment, where ideal assumptions may not
hold, and ensuring that the predictions are robust for practical
deployment scenarios.

C. Results and Discussions

In the following, we present the results of the empirical
propagation models listed in Table IV and compare them with
real-world CBRS measurements under different scenarios.

Discussion for NLoS environment: The RMSE between the
measured RSRP values for each PCI has been compared
against thirteen different variants of propagation models out-
lined in Table IV, with the results shown in Table V. Among
the contenders, the variants of the 3GPP-UMa propagation
model emerge most frequently as the best-fit models, con-
sistently appearing as the top choice for each PCIs. These
models have been specifically developed for NLoS environ-
ments and demonstrate satisfactory performance, with RMSE
values ranging from 5.56 dBm to 11.70 dBm, and a mean
RMSE of 7.59 dBm. Also, the 3GPP-UMa best-fit models are
predominantly observed around BS-1, BS-3, and BS-4, which
have lower antenna heights compared to the tallest BS (BS-2)
and are located in areas with dense foliage, resulting in a high
likelihood of NLoS propagation. In addition, the NLoS variant
of the Winner-II model appears as the second most frequent
best-fit model in three out of the four BSs (BS-2, BS-3, and
BS-4), with RMSE values ranging from 7.76 dBm to 9.23 dBm
and a mean of RMSE 8.42 dBm. The best-fit models for RSRP
values of PCI 189 and PCI 195 at BS-1, characterized by
good throughput as shown in Fig. 5(a), are observed for the
urban ITU model. This agrees with the presence of a dense
environment, reflecting and obstructing the propagation signal,
in the vicinity of BS-1. Unfortunately, the CBRS 1+ specified
ITM performs poorly compared to the NLoS best-fit models,
with RMSE values ranging from 15.06 dBm to 25.22 dBm
and a mean RMSE of 20.11 dBm.

Discussion for LoS environment: Among all PCIs, only PCI
165 and PCI 10 at BS-2 are characterized by LoS-based best-
fit models, with PCI 165 associated with Winner-II model’s
rural LoS variant, and PCI 10 linked to the ITU model’s rural



TABLE V: RMSE results for the best-fit model & ITM

BS PCI Best-fit ITM Proposed
Model RMSE RMSE RMSE

BS-1
hBS = 21, 29 m

189 itu urban 10.24 22.82 17.52
150 3gpp-uma nlos optional 11.70 19.87 18.90
194 3gpp-uma nlos optional 6.79 25.22 8.00
6 3gpp-uma nlos optional 5.56 21.38 11.51

169 3gpp-uma nlos optional 6.55 20.99 10.07
195 itu urban 6.08 17.67 14.59

BS-2
hBS = 44 m

69 3gpp-uma nlos optional 6.61 17.47 11.66
10 itu rural 8.38 8.70 22.78
78 win-ii rural nlos 8.57 16.34 17.03
200 win-ii rural nlos 7.76 15.78 17.74
1 win-ii rural nlos 9.23 15.06 20.89

165 win-ii urban los 8.04 10.04 24.49

BS-3
hBS = 33 m

88 win-ii rural nlos 8.73 17.50 16.35
26 win-ii rural nlos 7.76 17.74 15.69
14 3gpp-uma nlos optional 6.44 21.49 12.12
96 3gpp-uma nlos optional 7.08 20.66 14.1

BS-4
hBS = 12 m

187 win-ii suburban nlos 8.46 27.52 12.16
46 3gpp-uma nlos optional 10.05 24.20 12.48

variant. This outcome aligns with the environmental conditions
observed during the measurement campaigns. The presence
of LoS also agrees with PCI 165 achieving the highest
median throughput (66 Mbps) in the CBRS deployment. It
can also be observed that the best RMSE performance for
the CBRS 1+ specified ITM occurs with PCI 165 and PCI
10, both operating in a dominant LoS environment. In fact,
for these PCIs, the CBRS 1+ specified ITM shows RMSE
performance comparable to that of the best-fit models, unlike
its performance for other PCIs.

Discussion for CBRS 1+ specified ITM: As discussed above,
the CBRS 1+ specified ITM performs well in LoS areas
but struggles in NLoS areas. The model’s poor performance
in NLoS scenarios may be attributed to its limitations in
effectively capturing the effects of clutter that obstructs LoS
propagation. A further explanation lies in considering Eq. 3,
where Lctt is ignored due to the deployment having hBS >
6 m. This omission could explain why the CBRS 1+ specified
ITM fails to account for clutter loss in such scenarios. This
was further verified by a “proposed” model that removed the
hBS constraint, resulting in improved performance for NLoS
dominant PCIs, but reduced performance for LoS dominant
PCI 10 and 165.

These observations are also illustrated in Fig. 17, where PCI
165 of BS-2 (the base station with the highest height) is chosen
to demonstrate a LoS-dominant PCI and its performance.
Meanwhile, PCI 46 of BS-4 (the base station with the lowest
height), which does not experience any CCI like other PCIs
in BS-4, is chosen to demonstrate a NLoS-dominant PCI. In
Fig.17, a sharp breakpoint in the proposed model is observed,
which results from assigning Lctt = 0 dB for d < 0.25 km.
From Fig. 17(a), it can be seen that the CBRS 1+ specified
ITM model performs similarly to the best-fit model. However,
with the introduction of Lctt in the proposed model, excess
loss is predicted, leading to an inaccurate representation of
real-world conditions. In Fig. 17(b), best-fit model and CBRS
1+ specified ITM model perform differently, with best-fit
model aligning more closely with measured data. However,

(a) LoS-dominant PCI 165

(b) NLoS-dominant PCI 46

Fig. 17: Path loss analysis performed on LoS-dominant PCI
165 and NLoS-dominant PCI 46.

introducing Lctt through the proposed model brings the loss
prediction closer to the measured data, and offers similar
performance to the best-fit model for distances d > 0.25 km.

This leads to the following two conclusions: (i) Lctt needs to
be considered for hBS > 6 m, and (ii) the environment should
be categorized as LoS or NLoS dominant for accurate path loss
estimation. Further analysis is required to refine the modeling
of Lctt for cases where hBS > 6 m, as the performance of



the proposed model, while improving NLoS predictions, does
not fully align with the accuracy of best-fit models in many
scenarios. This discrepancy suggests that simply removing the
height constraint is insufficient to account for the complexities
of clutter loss at greater BS heights. A more comprehensive
approach is needed to incorporate the effects of clutter for
taller deployments, ensuring that both LoS and NLoS scenarios
are adequately addressed without compromising performance
across different propagation conditions.

V. CONCLUSION

The extensive measurements and analyses presented in this
study conclusively demonstrate that secondary coexistence
among GAA CBSDs, even when they belong to the same
CBRS network, can be a limiting factor for optimal perfor-
mance. In the deployment we studied, all CBRS channels
were available according to the Google SAS, however the
South Bend CBRS deployment used three 20 MHz channels
(3580 MHz, 3670 MHz and 3690 MHz) more often than
the others. Further, the deployment did not take into account
the emergence of Verizon CBRS using GAA mode in the
vicinity, along with adjacent channel C-band, both of which
further impacted the performance. In order to demonstrate the
impact of appropriate frequency allocation, we worked with
the CBRS provider to change the frequency of two CBSDs in
different locations and demonstrated improved performance of
signal quality metrics. However, this change took a while to
implement since the SAS had to authorize the new channel.
Thus, it is clear that CBRS deployments need to be able to
dynamically change their operating channel based on mea-
surements in the field: such dynamic behavior is not possible
today since all channel allocations must be through the SAS
provider. Further, we demonstrated that even with 4G, when
multiple CBRS channels were aggregated, the throughput
was higher than that obtained with 5G using C-band, thus
demonstrating the usefulness of CBRS to both large mobile
operators as well as small private network providers such as
the South Bend school district. Future work will consider how
channel choice by CBRS can be made more dynamic and
other ways to better manage secondary coexistence among
GAA users. Moreover, our propagation analysis indicates
that more detailed and comprehensive clutter models need to
be investigated, developed, and integrated into the existing
CBRS specifications to improve the prediction performance
of propagation loss for CBRS spectrum.
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